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Belum ada metode yang relevan dan sistematis yang dapat mengelompokkan 

sebuah ulasan menjadi kelompok positif dan negatif pada aplikasi belanja 

online Shopee. Penelitian ini bertujuan ini untuk menklasifikasi ulasan agar 

dapat memberikan solusi untuk aplikasi Shopee dalam meningkatkan layanan 

dan kepuasan pelanggan. Analisis ini merupakan klasifikasi sentimen dengan 

mengandalkan metode Naive Bayes yang terdiri dari 1.000 ulasan yang 

berasal dari Google Playstore. Setelah dilakukan pelatihan dan pengujian data 

dengan pembagian 80% data latih dan 20% data uji, model menghasilkan nilai 

akurasi sebesar 0,85, precision sebesar 0,79, recall sebesar 0,95, dan f1-score 

sebesar 0,86. Nilai tersebut menunjukkan bahwa model mampu 

mengklasifikasikan sentimen ulasan dengan tingkat keakuratan yang tinggi 

dan keseimbangan performa yang baik antara precision dan recall. Model 

terbukti lebih unggul dalam mengenali ulasan dengan sentimen Negatif 

dibandingkan Positif, di mana recall untuk kelas Negatif mencapai 0,96, 

sedangkan untuk kelas Positif sebesar 0,75. Studi ini memberikan wawasan 

tentang pandangan pengguna terhadap Shopee, dan membantu aplikasi dalam 

meningkatkan pengalaman pengguna pada platform tersebut 

 

There is currently no relevant and systematic method that can classify reviews 

into positive and negative groups on the Shopee online shopping application. 

This study aims to classify reviews in order to provide solutions for the 

Shopee application in improving its services and customer satisfaction. This 

analysis is a sentiment classification relying on the Naive Bayes method, 

consisting of 1,000 reviews from Google Playstore. After training and testing 

the data with an 80% training data and 20% test data split, the model 

produced an accuracy value of 0.85, precision of 0.79, recall of 0.95, and an 

F1-score of 0.86. These values indicate that the model is capable of 

classifying review sentiment with a high degree of accuracy and a good 

balance between precision and recall. The model proved to be superior in 

recognizing reviews with negative sentiment compared to positive sentiment, 

where the recall for the negative class reached 0.96, while for the positive 

class it was 0.75. This study provides insight into user perceptions of Shopee 

and helps the application improve the user experience on the platform. 
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1. Pendahuluan 

Pesatnya perkembangan dunia teknologi dan informasi dalam beberapa tahun terakhir, menjadikan internet 

sebagai alat komunikasi yang banyak diminati oleh masyarakat [13]. Pada zaman modern ini, sentimen atau opini 

masyarakat semakin bertambah luas dan bebas diungkapkan di berbagai media. Sentimen dapat menjadi potensi 

besar bagi perusahaan yang ingin mengetahui umpan balik (feedback) dari masyarakat. Jumlah pengguna (user) 

aktif dalam komunikasi Online memiliki jumlah data yang sangat banyak[1]. Salah satu diantaranya adalah belanja 

online, belanja online memudahkan masyarakat untuk membeli sesuatu sesuai dengan kebutuhan yang diinginkan. 

Belanja online disukai oleh masyarakat karena begitu sederhana dan harga barang relatif lebih murah. Munculnya 
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teknologi baru belanja  online ini dapat digunakan setiap orang daalam membuat konsumen untuk lebih sering 

berkomunikasi dengan penyedia layanan hingga tingginya ketertarikan pada aplikasi tersebut[2] 

Shopee merupakan salah satu marketplace yang populer di Indonesia. Shopee adalah aplikasi belanja online 

yang dapat diunduh di situs Google Playstore, shopee menyediakan berbagai layanan menarik, salah satunya adalah 

ulasan untuk mengetahui kualitas barang yang dijual [3] Ulasan produk merupakan salah satu sumber informasi 

tentang kualitas produk yang sangat berpengaruh konsumen. Dalam kegiatan pembelian barang di marketpalce. 

Pembeli dapat memberikan ulasan setelah menerima barang yang dibeli. Ulasan pembelian produk terdiri dari 

bintang dan isi komentar ulasan yang berisi tanggapan, apresiasi maupun kritik dan masukan pada produk yang 

telah sibeli tersebut. Ulasan pembelian produk memiliki pengaruh yang signifikan terhadap minat beli dari pembeli 

lain[4]. Setiap aplikasi memiliki kelebihan dan kekurangan yang mungkin menimbulkan reaksi berbeda dari 

pengguna, seperti kepuasan atau ketidakpuasan. Pengguna Shopee sering membagikan pengalamn mereka baik 

positif maupun negatif dibagian komentar Playstore. Analisissentimen ulasan aplikasi media membantu bisnis 

dalam memahami permintaan dan preferensi pelanggan mereka serta dalam menumkan masalah yang dapat 

merusak reputasi mereka[5] 

Berdasarkan ulasan-ulasan yang diberikan oleh pengguna aplikasi Shopee diharapkan adanya umpan balik bagi 

pihak developer untuk meningkatkan kualitas layanan. Belum ada metode yang relevan dan sistematis yang dapat 

mengelompokkan sebuah ulasan menjadi kelompok positif dan negatif. Dengan adanya klasifikasi data sentimen, 

akan mempermudah pihak developer dalam mendapatkan informasi sentimen dari para pengguna aplikasi e-

commerce. [6] 

Penelitian ini dilakukan untuk memberikan pemahaman mendalamtentang cara menerapkan analisis sentimen 

berbasis aspek pada ulasan dalam pengguna aplikasi Shopee agar dapat memahami umpan balik pengguna dengan 

baik. Manfaat lain adalah dapat membantu aplikasi Shopee dalam memberikan solusi yang mudah dan perusahaan 

e-commerc lainnya ang ada di Indonesia dalam meningkatakan pengalaman pengguna dan efesiensi dalam 

menangani ulasan para para pengguna serta meningkatkan kualitas layanan dan kepuasan pelanggan, efesiensi 

dalam pengelolaan ulasan, juga keunggulan kompetitf. 

2. Tinjauan literatur 

Analisis sentimen merupakan hasil proses analisis data berupa pandangan dan opini guna menarik kesimpulan 

dari berbagai opini yang ada. Hasil analisis sentimen dapat berupa persentase sentimen positif, negatif, atau netral. 

Analisis sentimen berguna untuk berbagai masalah yang menjadi perhatian para pakar dan peneliti interaksi 

manusia-komputer, serta bidang-bidang seperti sosiologi, pemasaran dan periklanan, psikologi, ekonomi, dan ilmu 

politik. Salah satu media sosial yang biasa digunakan masyarakat untuk menyampaikan pendapatnya adalah 

melalui aplikasi Shopee secara langsung.[7] Shopee merupakan salah satu perusahaan yang bergerak dibidang 

aplikasi e commerce dan website secara online. Aplikasi Shopee ini dapat memfasilitasi penjual untuk berjualan 

dengan mudah dan aman dalam proses pembayaran serta pengaturan logistik yang terintegrasi.[18]  

Penelitian yang dilakukan oleh Agustina et al. [9] membahas analisis sentimen terhadap ulasan pengguna 

aplikasi Shopee yang diambil dari Google Play Store. Proses penelitian dimulai dengan pengumpulan data 

menggunakan teknik web scraping berbasis Python melalui library google-play-scraper untuk memperoleh 1.000 

data ulasan pengguna. Data yang diperoleh kemudian melalui beberapa tahapan text preprocessing seperti case 

folding, tokenizing, filtering, dan stemming menggunakan library Sastrawi untuk bahasa Indonesia. Selanjutnya, 

proses pembobotan teks dilakukan menggunakan metode TF-IDF (Term Frequency–Inverse Document 

Frequency) untuk menghitung bobot kata berdasarkan tingkat frekuensinya pada dokumen. Model dikembangkan 

menggunakan algoritma Naïve Bayes, dan hasil evaluasi menunjukkan bahwa metode Hold-Out (80% data latih 

dan 20% data uji) memberikan hasil terbaik dengan nilai akurasi sebesar 83%, precision 83%, recall 100%, dan 

f1-score 91%. Hasil tersebut menunjukkan bahwa algoritma Naïve Bayes mampu mengklasifikasikan sentimen 

positif dengan sangat baik. 

Selanjutnya, penelitian oleh Simanjuntak et al. [7] juga mengimplementasikan algoritma Multinomial Naïve 

Bayes pada analisis sentimen ulasan pengguna Shopee di Google Play Store dengan jumlah data sebanyak 1.000 

ulasan. Penelitian ini menyoroti efisiensi algoritma Naïve Bayes dalam menangani data teks berskala besar dengan 

waktu komputasi yang singkat. Tahapan penelitian meliputi preprocessing data (case folding, stopword removal, 

tokenizing, dan stemming), transformasi fitur dengan metode TF-IDF, serta pembagian data menggunakan teknik 

Hold-Out dengan rasio 80:20 antara data latih dan data uji. Evaluasi model dilakukan menggunakan confusion 

matrix dan menghasilkan nilai akurasi sebesar 84%, precision 84%, recall 97%, dan f1-score 90%. Berdasarkan 

hasil tersebut, disimpulkan bahwa sebagian besar ulasan pengguna Shopee cenderung bersentimen negatif, yang 

menggambarkan adanya ketidakpuasan terhadap beberapa aspek layanan aplikasi. 

Dari kedua penelitian tersebut dapat disimpulkan bahwa algoritma Naïve Bayes, khususnya varian Multinomial 

Naïve Bayes, menunjukkan performa yang konsisten dan akurat dalam mengklasifikasikan sentimen ulasan 

pengguna. Perbedaan hasil klasifikasi antara penelitian Agustina et al. [9] dan Simanjuntak et al. [7] dapat 

disebabkan oleh perbedaan periode pengambilan data, jumlah sampel, serta konteks pengalaman pengguna 

terhadap aplikasi Shopee pada waktu yang berbeda. Kedua penelitian tersebut juga menegaskan pentingnya 

tahapan preprocessing dan metode TF-IDF sebagai langkah penting dalam meningkatkan performa model 

klasifikasi teks. 
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Secara umum, hasil dari tinjauan literatur ini memperkuat bahwa Naïve Bayes merupakan metode yang efektif, 

sederhana, dan cepat untuk analisis sentimen teks berbahasa Indonesia. Algoritma ini dapat digunakan sebagai 

dasar bagi penelitian lanjutan yang membandingkan performanya dengan algoritma lain seperti Support Vector 

Machine (SVM), K-Nearest Neighbor (KNN), atau Decision Tree untuk meningkatkan akurasi dan stabilitas 

klasifikasi pada data ulasan pengguna e-commerce. 

 

3. Metode Penelitian 

Penelitian ini memanfaatkan 1.000 data ulasan yang diperoleh dari aplikasi e-commerce Shopee melalui situs 

Google Play Store. Data tersebut kemudian diklasifikasikan ke dalam dua kategori, yaitu ulasan positif dan ulasan 

negatif. Tahapan lengkap proses penelitian dapat dilihat pada Gambar 1. 

Mulai
Pengumpulan 

Data
Preprocessing 

Data
Transformasi

Data

Klasifikasi 
Naive Bayes

Selesai

 

Gambar 1. Alur Penelitian 

Gambar 1 menunjukkan alur tahapan penelitian yang dimulai dari proses proses yang meliputi pengumpulan 

data, preprocessing data, transformasi data berupa pembagian dan pembobotan TF-IDF, klasifikasi Naïve Bayes 

yang didalamnya terdapat evaluasi dari hasil. 

3.1 Pengumpulan data 

Pada tahal awal ini adalah pengumpulan data dan pelabelan data. Data yang diambil menggunakan teknik 

web scrapping dengan menggunakan pemrograman phyton. Data sampel yang diambil merupakan ulasan 

pengguna aplikasi E-Commerce pada Google Play Store[7]. Proses scraping dilakukan secara otomatis di Google 

Colab menggunakan bahasa pemrograman Python, dengan hasil data disimpan dalam format CSV sebelum 

diproses lebih lanjut.[10] Selain itu pada tahap ini juga dilakukan pelabelan data dan cleaning. Data yang telah 

diperoleh kemudian melalui tahap pelabelan (labeling) dengan mengklasifikasikan ulasan berdasarkan skor 

bintang menjadi dua kategori, yaitu positif dan negatif. Selanjutnya dilakukan pembersihan data (data cleaning) 

untuk memastikan dataset yang digunakan bersih dan layak diolah dengan menghapus data kosong, duplikat, serta 

baris yang tidak memiliki label. Setelah proses ini selesai, dataset hanya berisi dua kolom utama, yaitu content 

(teks ulasan) dan Label (kategori sentimen). 

3.2 Preprocessing data 

  Preprocessing adalah tahap yang dilakukan untuk menyiapkan data sebelum proses pemodelan dilakukan. 

Tahap ini termasuk salah satu teknik dalam data mining yang berfungsi untuk mengubah data mentah menjadi 

format yang lebih terstruktur dan mudah dipahami.[9] 

3.1.1 Case Folding 

Tahap case folding dilakukan dengan mengubah seluruh huruf pada teks menjadi huruf kecil (lowercase). 

Langkah ini bertujuan untuk menyeragamkan penulisan huruf agar sistem tidak membedakan antara huruf 

besar dan huruf kecil. Dengan begitu, proses pencarian dan analisis kata menjadi lebih mudah dan konsisten, 

karena teks seperti “Shopee” dan “shopee” akan dianggap sama.[11] 

3.1.2 Stopword Removal 

Filtering dilakukan untuk menghapus komponen yang tidak penting dan hanya mempertahankan 

komponen yang dianggap penting, proses ini menggunakan stopword removal. Stopword removal berfungsi 

untuk menghapus kata yang tidak memiliki bobot atau kata tidak penting, seperti “dan”, “saya”, atau 

“kamu”.[12] Kata-kata tersebut disebut stopword karena sering muncul tetapi tidak memberikan informasi 

deskriptif terhadap isi dokumen. Dengan menghapus kata-kata ini menggunakan daftar stopword, data teks 

menjadi lebih ringkas tanpa mengubah makna utama dari ulasan yang akan diproses pada tahap berikutnya 

[18]  

3.1.3 Tokenizing 

Pada tahap ini diperlukan untuk memecah suatu kalimat menjadi potongan-potongan kata atau term yang 

dipisahkan berdasarkan spasi atau tanda baca. Proses ini bertujuan agar setiap kata dapat diidentifikasi dan 

dianalisis secara terpisah, sehingga memudahkan sistem dalam memahami struktur teks dan menghitung 

frekuensi kemunculan kata pada tahap analisis selanjutnya.[10] 
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3.1.4 Stemming 

Tahapan terakhir dalam proses preprocessing yaitu stemming, dimana proses ini bertujuan untuk 

menghilangkan sufiks dan prefis dan mengubahnya kedala bentuk dasarnya.[14] Proses tersebut 

dilakukan karena kata berimbuhan memilikimakna yang sama dengan kata dasar[15] 
3.3 Transformasi data 

Transformasi data menggunakan metode TF-IDF untuk Mengubah teks menjadi bentuk numerik dengan 

menghitung bobot setiap kata berdasarkan frekuensinya. Sebelum proses pembobotan, data dibagi menjadi 80% 

data latih dan 20% data uji. [16] 

3.4 Klasifikasi Naïve Bayes 

Multinomial Naive Bayes digunakan untuk melakukan klasifikasi pada data berbentuk teks. Algoritma ini 

bekerja dengan mengasumsikan bahwa setiap kata dalam dokumen bersifat saling independen, artinya 

kemunculan suatu kata tidak bergantung pada kata lainnya. Karena itu, setiap dokumen dianalisis secara terpisah 

sehingga hasil klasifikasinya benar-benar berasal dari isi dokumen tersebut saja.[9] Misalnya, jika terdapat tiga 

fitur yang mendeskripsikan suatu objek, maka ketiga fitur tersebut secara independen memberikan kontribusi 

terhadap probabilias yang mendeskripsikan objek tersebut, yang disebut “Naïve”.[17] Selain itu, metode Naive 

Bayes memiliki waktu klasifikasi yang singkat mempercepat proses sistem analisis sentimen [11] Bentuk umum 

teorema bayes adalah sebagai berikut: 

P(C|X) =P(X|C) 
P(X|C)

P(X)
 

Keterangan: 

P(C|X) adalah probabilitas kelas C diberikan fitur X (poterios probability) 

P(C|X) adalah probabilitas fitur X diberikan kelas C (likelihood) 

P(C) adalah probabilitas awal dari kelas C (prior probability) 

P(X) adalah probabilitas dari fitur X (evidence), yang bisa diabaikan dalam klasifikasi karena sama untuk semua 

kelas. 

Dalam Multinomial Naive Bayes, setiap dokumen diwakili sebagai vektor dari frekuensi kata-kata, dan 

probabilitas suatu kata muncul dalam kelas tertentu dihitung dengan persamaan (1) berikut: 

P(W|C)= 
𝑐𝑜𝑢𝑛𝑡(𝑤,𝐶)+ 𝑎

∑𝑤1 𝑐𝑜𝑢𝑛𝑡(𝑤1,𝐶) + 𝑎𝑉
 

Di mana: 

count(w,C) adalah jumlah kemunculan data w dalam kelas C 

a adalah nilai smoothing (Laplace Smooting, biasanya a=1) 

V adalah jumlah total kota unik dalam seluruh dokumen 

 

Pada tahap ini juga dilakukan evaluasi untuk mengevaluasi hasil dari algoritma yang digunakan. Metode 

evaluasi yang digunakan Confusion Matrix Metode ini cukup membantu untuk proses analisis kualitas classifier. 

Setelah Confusion matrix dilakukan maka nilai bisa dilihat dan dihitung nilai accuracy, recall, precission dan f1-

score yang akan ditampilkan dalam bentuk presentase.[11] 

 

4. Hasil dan Pembahasan 

4.1 Pengumpulan data 

Proses web scraping dilakukan menggunakan Google Colaboratory dan bahasa pemrograman Python untuk 

mengumpulkan 1.000 ulasan pengguna aplikasi Shopee dari Google Play Store. Pengambilan data memanfaatkan 

library google-play-scraper dengan memasukkan ID aplikasi Shopee, kemudian hasilnya diekspor ke dalam 

format Excel (.xlsx) untuk digunakan pada tahap pengolahan data selanjutnya. 

 
Gambar 2. Web Scrapping 
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Terlihat pada Gambar 2 pengumpulan data dengan web scrapping menghasilkan beberapa kolom yang 

berisi reviewId, userName, userImage, content, score, thumbsUpCount, reviewCreatedVersion, at, replyContent, 

repliedAt, appversion. Dikarenakan terlalu banyak kolom dan yang dibutuhkan hanya dua, datanya menjadi 

sebagai berikut. 

 
Gambar 3. Web Scrapping filter 

Pada Gambar 3 terlihat bahwa datanya menjadi lebih mudah untuk diproses selanjutnya, pada data tersebut 

hanya ada content dan score yang di maksud dengan content yaitu ‘riview’, kalau score di maksud bintang, 

seperti bintang 1 dan 2.  Selanjutnya dilakukan pelabelan data, proses ini bertujuan membagi data menjadi tiga 

kelas sentimen, yaitu sentimen positif, sentimen negatif, dan sentimen none, namun dalam penelitian ini yang 

digunakan hanyalah sentimen positif dan negatif.[10] 

 
 Gambar 4. Pelabelan data 

Gambar 4 menunjukkan jika if score kurang dari < 3 maka “negatif” kemudian elif, jika score nya = 4 maka 

“positf”, elif score nya juga sama = 5 maka hasilnya sama juga ‘positif”.  disini if score 3 tidak dimasukkan 

atau kita buang. Kenapa karna score 3 atau bintang 3 itu seperti ambigu, seperti ada yang masih komentar 

positif dan negatif. Dapat dilihat pada gambar 4, pelabelan kelas sentimen berdasarkan kata positif dan negatif 

yang terkandung dalam shopee. Pada teks komentar “Buruk sekali shopee ini, kalian masih menahan…” 

terdapat kata negatif dan tidak terdapat kata positif sehingga skor sentimennya bernilai -1 yang berlabel negatif. 

Setelah dilakukan pelabelan data, selanjutya akan dilakukakn cleaning sebagai berikut. 

 
Gambar 5. Cleaning 

Gambar 5 dilakukan tahap cleaning yang berfungsi untuk menghilangkan nilai kosong pada data. Label 

yang semula memiliki sentimen positif, negatif dan none menjadi hanya sentimen positif dan negatif saja. Label 

kosong yang dimaksud adalah score 3 karena sebelumnya score tersebut dinilai sebagai sentimen none. 
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4.2 Preprocessing data 

4.2.1 Case folding 

 Proses ini dilakukan untuk mentransformasikan semua huruf menjadi huruf kecil guna menyeragamkan 

hasil teks.[9] 

 
Gambar 6. Case folding 

Gambar 6 terlihat hasil dari proses case folding “Buruk” menjadi “buruk”. Begitu juga dengan data yang 

lain dari huruf besar menjadi huruf kecil.  

 

4.2.2 Stopword removal 

Penghapusan stopword adalah proses menghapus kata-kata dan karakter yang terdapat dalam kategori 

stopword dan tanda baca. Stopword sendiri adalah kata-kata yang sering digunakan tetapi tidak banyak 

mempengaruhi emosi yang terkandung dalam sebuah kalimat [17] 

 
Gambar 7. Stopword removal 

Dapat dilihat pada Gambar 7 kalimat pada kolom content “Buruk sekali shopee ini, kalian masih menahan 

uangku di shopeepay tp saat aku ingin login lagi ke akunku di shopee aku sempat di persulit untuk masuk ke 

akunku lagi seolah olah akunku itu sudah kadarluasa terus kalau login ke shopee pasti ngebug dan bnyk jebakan 

batmannya.”, setelah dilakukan stopword removal menjadi “ buruk shopee menahan uangku shopeepay tp login 

akunku shopee persulit masuk akunku olah akunku kadarluasa login shopee ngebug bnyk jebakan batmannya” 

 

4.2.3 Tokenizing 

Proses ini dilakukan untuk memecah atau memotong suatu kalimat menjadi term-term yang dipisahkan 

berdasarkan spasi[7] 

 
Gambar 8. Tokenizing 

Pada Gambar 8 dapat dilihat kalimat berubah menjadi terpisah “['buruk', 'shopee', 'menahan', 'uangku', 

'shopeepay', 'tp', 'login', 'akunku', 'shopee', 'persulit', 'masuk', 'akunku', 'olah', 'akunku', 'kadarluasa', 'login', 

'shopee', 'ngebug', 'bnyk', 'jebakan', 'batmannya']” 

4.2.4   Stemming 

Tahap steaming berfungsi untuk merubah kata-kata menjadi bentuk dasar mereka. Proses tersebut 

dilakukan karena kata berimbuhan memiliki makna yang sama dengan kata dasar[17] 
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Gambar 9. Stemming 

Gambar 9 menunjukkan hasil dari proses stemming dapat dilihat. Untuk kata seperti menahan maka nanti 

diganti menjadi tahan, lalu misalkan ada kata akunku maka diubah menjadi akun. 

4.3 Transfromasi data 

ada tahap ini dilakukan pemecahan data yang disebut dengan splitting data dengan memecah data test 20% 

dari keseluruhan data. Ini menghasilkan data testing sebesar 20% dan data training sebesar 80%.  Lalu setelah 

splitiing data dilakukan transformasi data menggunakan metode TF-IDF untuk mengubah teks menjadi bentuk 

numerik dengan menghitung bobot setiap kata berdasarkan frekuensinya 

 
Gambar 10. Splitting data 

Dari hasil Gambar 10 proses splitting, diperoleh total 909 data komentar, yang dibagi menjadi 727 data 

training (80%) dan 182 data testing (20%). Selanjutnya, data teks tersebut ditransformasikan menjadi matriks TF-

IDF dengan ukuran (727, 4211) untuk data training dan (182, 4211) untuk data testing. Angka 727 dan 182 

menunjukkan jumlah komentar yang digunakan pada masing-masing bagian, sedangkan 4211 menunjukkan 

jumlah kata unik (unique terms) yang dihasilkan dari proses ekstraksi fitur. 

Selain itu, label sentimen juga dipisahkan menjadi y_train (727,) dan y_test (182,), dengan masing-masing 

berisi dua kategori sentimen, yaitu positif dan negatif. Hasil transformasi ini kemudian digunakan sebagai input 

pada tahap pelatihan dan evaluasi model klasifikasi sentimen. 

4.4 Klasifikasi Naïve Bayes 

Setelah model Naive Bayes dilatih menggunakan dataset yang telah melalui tahap preprocessing, evaluasi 

dilakukan untuk mengukur performa model dalam mengklasifikasikan sentimen pengguna terhadap aplikasi Info 

Shopee. Hasil metriks evaluasi Naïve Bayes ditampilkan pada Tabel 1 berikut: 

 
Gambar 11. Klasifikasi Naïve Bayes dan Confusion matrix 

Berdasarkan Gambar 11 confusion matrix yang dihasilkan, terdapat 86 data Negatif yang terklasifikasi benar 

(True Negative), 69 data Positif yang terklasifikasi benar (True Positive), 4 data Negatif yang salah diklasifikasikan 

sebagai Positif (False Positive), serta 23 data Positif yang salah diklasifikasikan sebagai Negatif (False Negative). 

Nilai precision yang diperoleh untuk kelas Negatif sebesar 0,79 menunjukkan bahwa 79% dari data yang diprediksi 
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sebagai Negatif benar-benar termasuk ke dalam kelas tersebut, sedangkan nilai recall sebesar 0,96 

mengindikasikan bahwa model mampu mengenali hampir seluruh data Negatif dengan baik. Untuk kelas Positif, 

nilai precision sebesar 0,95 dan recall sebesar 0,75 menunjukkan bahwa sebagian besar data yang diprediksi 

sebagai Positif benar, namun masih terdapat beberapa data Positif yang tidak terdeteksi dengan baik. Nilai f1-score 

untuk masing-masing kelas adalah 0,86 untuk Negatif dan 0,84 untuk Positif, dengan rata-rata keseluruhan (macro 

average) sebesar 0,85. 

 
Gambar 11. Performa Naïve Bayes 

Pada Gambar 11 menggambarkan performa model secara keseluruhan terhadap kelas target. Nilai accuracy 

sebesar 0,85, precision sebesar 0,79, recall sebesar 0,95, dan f1-score sebesar 0,86 menunjukkan bahwa model 

Multinomial Naive Bayes memiliki performa klasifikasi yang baik. Model mampu mengidentifikasi data Negatif 

dengan tingkat ketepatan yang tinggi dan hanya sedikit kesalahan dalam mengenali kelas tersebut. Meskipun 

demikian, masih terdapat kemungkinan kecil terjadinya kesalahan prediksi terhadap beberapa data Positif. 

 

5. Kesimpulan 

Berdasarkan hasil penelitian yang telah dilakukan, dapat disimpulkan bahwa penerapan metode Multinomial 

Naive Bayes dalam analisis sentimen ulasan pengguna aplikasi Shopee di Google Play Store mampu memberikan 

hasil klasifikasi yang cukup baik. Proses penelitian diawali dengan pengumpulan 1.000 data ulasan pengguna 

melalui teknik web scraping menggunakan bahasa pemrograman Python di Google Colaboratory. Data kemudian 

melalui tahapan preprocessing yang meliputi case folding, stopword removal, tokenizing, dan stemming, serta 

proses transformasi menggunakan metode TF-IDF untuk mengubah teks menjadi representasi numerik yang siap 

digunakan dalam pemodelan. Setelah dilakukan pelatihan dan pengujian data dengan pembagian 80% data latih 

dan 20% data uji, model menghasilkan nilai akurasi sebesar 0,85, precision sebesar 0,79, recall sebesar 0,95, dan 

f1-score sebesar 0,86. 

Nilai tersebut menunjukkan bahwa model mampu mengklasifikasikan sentimen ulasan dengan tingkat 

keakuratan yang tinggi dan keseimbangan performa yang baik antara precision dan recall. Model terbukti lebih 

unggul dalam mengenali ulasan dengan sentimen Negatif dibandingkan Positif, di mana recall untuk kelas Negatif 

mencapai 0,96, sedangkan untuk kelas Positif sebesar 0,75. Hal ini menandakan bahwa model masih cenderung 

berhati-hati dalam memprediksi ulasan Positif dan cenderung melewatkan sebagian data yang seharusnya termasuk 

dalam kelas tersebut. Secara keseluruhan, metode Multinomial Naive Bayes terbukti efektif dalam melakukan 

klasifikasi sentimen pada teks ulasan aplikasi Shopee. 
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